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Abstract. In this paper, we present a statistical model based VM place-
ment approach for Cloud infrastructures. The model is motivated by
the fact that more and more resource demanding applications are de-
ployed in Cloud Infrastructures and in particular, communication data
rate and latency bound applications are suffering from common place-
ment algorithms. Based on a requirements analysis from the use cases
of the CloudPerfect Project and the bwCloud production infrastructure,
the need for a network-aware VM placement is motivated. The solution
approach is inspired from the data source modelling applied for statis-
tical multiplexer components in ATM networks. For each VM deployed
in the Cloud Infrastructure, a probability for data rate distributions is
derived from the collected data traces and the overall network resource
consumption is estimated by overlaying the individual data rate prob-
ability distributions. The second part of the paper outlines a possible
integration into a cloud infrastructure using OpenStack as an example.
The paper concludes with a discussion on the stability of the model and
initial results derived from collected data traces along with the future
work.
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1 Introduction

In recent years, the adoption of Cloud Infrastructure has not only increased in
numbers but more and more resource demanding and business critical applica-
tions are migrated from dedicated infrastructure towards shared Cloud based
solutions. Examples include, but are not limited to, High Performance Comput-
ing (HPC) simulations or Data intensive computing (DIC) applications. These
applications require large amounts of compute and storage resources and are
often executed as distributed or even parallel applications involving a significant
amount of low-latency communication among the hosted Virtual Machines (VM)
[4, 11, 6]. To cope with the increasing number of cloud applications, data centres
are expanding at a high rate by deploying hundreds of thousands of servers and
other necessary equipment [5].

A major Cloud benefit is the ability to react in a flexible manner to changing
resource demands. The ability to deploy additional virtual servers in a short
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time and also release them if no longer needed is often referred as elasticity [7].
Besides adding additional resources, the distribution of virtual servers across the
physical infrastructure is not static. For placing a Virtual Machine, a common
approach is to define a set of pre-defined flavors with pre-defined number of vir-
tual CPUs and virtual memory capacity as static parameters. When a user has
chosen a specific flavor, the deployment algorithm searches for the first fitting or
randomly selected host that meets the demand in terms of free memory and vir-
tual CPUs below the maximum allowed overbooking factor [9]. Other parameters
such as network load or usage pattern are commonly not considered as decision
parameter as it is considered to be sufficiently addressed by overprovisioning of
bandwidth1 in the network [16], whereas additional information such as latency
requirements or underpinning switch topology is neglected.

Each virtual server is competing with other already deployed virtual servers
on the same physical host. As the resources are shared such as, the same network
component/channel, CPU, memory etc., the overall application performance de-
livered by virtual servers distributed across the Cloud Data Centre is affected
similarly. For example, placing the components of a latency-sensitive application
in the distant physical hosts, causes delay and affects the performance of that
application [10]. As stated in [10], network equipments such as switches, Network
Interface Cards (NIC), transmission links etc., also induce latency which in turn
triggers performance degradation of many cloud applications. The placement of
virtual servers based on static parameters impacts the Cloud operator by making
no optimal use of the offered resources potentially increasing operational costs.
From users perspective, the sub-optimal placement impacts the performance of
their cloud hosted applications but, similarly also the quality of service for other
users and vice versa.

2 Problem Statement

As the resource utilisation and behaviour of the virtual servers are potentially
changing very dynamically, it is important to find an appropriate balance be-
tween calculating the optimal distribution of resources across all virtual servers
by considering also external factors (e.g. cost/energy optimisation) and the time
needed to find the configuration and implement the changed configuration. To
better understand the problem, the following critical questions need to be taken
into account: how to model the communication behaviour of VMs or the set of
applications hosted within the VM?, how to collect sufficient data from the net-
work traffic and network device to derive accurate models for making fast place-
ment and migration decisions?, How to solve the ‘black box’ problem where the
VM is unaware of the physical infrastructure and the system knows only about
hardware but nothing about what is happening inside the VM?

The challenge that needs to be addressed is to achieve an initial placement
decision that is not only based on static parameters but also on resource demands

1 While more appropriate wording would be data rate we use the established term
bandwidth in this document
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that vary over time. Despite the fact that the placement decision is local by its
nature (placement ultimately is realised on a specific physical server), it requires
a system wide perspective because in cloud systems, decisions for adding or
removing new virtual server are taken continuously. The major challenges to be
addressed are

1. As decision parameters (e.g. network bandwidth requirement, CPU load, )
change over time faster than optimisation algorithms can find a new virtual
server distribution and much faster than an implementation of a new distri-
bution by migrating VMs, time-series based optimisations are not promising
[14], [12].

2. Overbooking physical resources is a common approach to address time vary-
ing resource demands. The assumption taken here is that the average load
stays most of the time (e.g. 95th percentile) below the available resources
and no significant performance degradation is experienced. This assumption
is only valid if there is no correlation between the hosted virtual servers and
high load is not co-scheduled.

3. Another approach to cope with resource demanding applications running
inside virtual servers is to either place them in an exclusive region with no
or low overbooking or apply certain distribution approaches such as placing
only one such server on a physical server and distributing the heavy workload
across the system.

3 Related Work

A set of network-aware VM placement and migration schemes have been inves-
tigated. A system called “Oktopus” is described in [1], which deploys virtual
networks and uses an allocation algorithm for placing tenant’s VMs in the phys-
ical machines. The algorithm has two versions; cluster allocation algorithm for
data-intensive applications and oversubscribed cluster allocation algorithm for
applications with components. The system uses rate-limiting for enforcing band-
width at VM, which doesn’t consider the dynamic behaviour of the applications
at run-time and hence may cause performance degradation. As discussed in [15],
the Peer VMs Aggregation (PVA) algorithm determines the communication pat-
tern of the VMs and places the mutual communicative VMs in the same server
to decrease the network traffic and increase the energy savings. The approach
is rather re-active and they did not inspect the dynamic change in the network
traffic load. VM migration overhead was also overlooked. A two-tier VM place-
ment algorithm called Cluster-and-Cut has been presented in [8] considering the
traffic patterns and the data centre network architecture. For VM placement,
they only considers network resources with respect to cost optimisation. More-
over, the performance constraints of virtual switches used in the data centre
network architecture can deteriorate the overall system performance [11].

The aforementioned solution approaches mainly lack pro-active action as
they consider the run-time behaviour of the VMs as well as their initial resource
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demand which may change during runtime. Considering these shortcomings, this
paper is targeting to implement a framework called ‘Allocation Optimiser’ for
intelligent placement and migration decision of VMs in a distributed Cloud envi-
ronment such as Cloud Data Centre and WAN with respect to network resource
consumption and energy and operating cost optimisation. The placement and
migration decisions will be based on the analysis of historical communication
traffic traces combined with real-time monitored traffic of the VMs deployed
in a cloud infrastructure and also the performance characteristics of the switch
capabilities and topology. The triggering point for VM migration will be the
overload at the network interfaces and network resource failure.

4 Solution Approach

In order to address the challenge of an elaborated placement decision, the fol-
lowing approach is proposed:

– The time varying parameters of a virtual server are modelled as discrete
states with associated probability to occur. For example, in order to address
the network bandwidth requirements, the observed data rate over a time
period is analysed and the probability for a virtual server to send/receive
within a certain range is calculated. The resulting model is a discrete prob-
ability distribution function. This is following the model used within the
Asynchronous Transfer Model statistical multiplexing where traffic sources
have been modelled in a similar way.

– Furthermore, the decision if a new virtual server still fits on a physical server
can now be derived by overlaying the probability distribution functions.
Based on this assumption the probability or, overbooking a resource type
can be calculated from the combined distribution function and placement
decisions can now be taken based on the upper boundary that is allowed for
overbooking.

The assumption taken for this model is that the communication behaviour of
the VM, or more precisely the set of applications within the VM can be modelled
as a set of discrete data rate states that occur with a rather stable probability. If
the communication behaviour is from an observer viewpoint completely erratic
(e.g. is based on user requests that do not show any recurring behaviour) this
approach would not work. This obviously depends directly from the nature of the
application. Considering VMs that do Video Stream rendering and delivery the
communication behaviour would be clearly predictable whereas for user or device
triggered actions this might not be the case. As of now we therefore concentrate
on HPC and DIC applications considered to have rather stable operation modes
over time. The functionalities of the framework is shown in Algorithm 1.

4.1 Integration with OpenStack

The framework mainly consists of 2 components, Data Provider and Calculator.
Figure 1 depicts the overall procedure and interactions.
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Algorithm 1 A network-aware VM placement and migration framework

1: Get the current mapping between the VMs and the physical servers;
2: Calculate throughput from monitored Tx and Rx data rate for each running VM
for a certain period of time;
3: Calculate probability distribution model for each VM;
4: Store the probability models of all VMs in a database;
5: Calculate per server overlay model from the VMs which are running inside it;
6: Store the overlay models of all physical servers in a database;
if new VM deployment request arrives then

execute the allocation algorithm to produce the optimal candidate hostlist;
else

periodically update the models;
end if ;
7: END

Fig. 1. Integration with OpenStack and Cloudiator tool

Data Provider This component receives new VM deployment requests from the
Cloudiator tool over a REST API. It uses the OpenStack Compute API and the
Nova in order to assess the current allocation of running VMs on corresponding
physical servers. After getting the VM and server IDs, the component again uses
the OpenStack REST API to get the measured time-series data rate values of
all implemented VMs from a shared database of a Cloud Monitoring tool such
as Ceilometer. For now, in our calculations we consider the measured data for
the VMs over the last 24 hours. Finally, the Data Provider forwards the list of
candidate servers for a new VM back to the Cloudiator tool.

Calculator This component uses the data rate values which are monitored for
a specific amount of time such as 1 day, as an input to estimate the overbooking
of bandwidth capacity of the physical servers with respect to the deployment
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of a new VM and based on that, it produces an optimal candidate server list
for the new VM. At first, it calculates histograms by distributing the data rate
values over a set of discrete data rate states. Probability distribution models of
the data rate for each running VM are then determined by using the histograms.
Afterwards, it produces the combined probability distribution model of the data
rate for each physical server by overlaying the probabilities of all occurrences on
each data rate state for the total number of running VMs per server.

After receiving a request for deploying a new VM from the Cloudiator tool,
the Calculator component determines the type of the new VM from its meta-
data and its related data rate probability distribution model. By overlaying new
VM's probability distribution model with the one of each physical server, the
tool determines the overbooking probabilities of the bandwidth resource for each
server and a list of candidate servers by optimising the energy and operational
cost of the Cloud infrastructure. The optimal server list is then sent to the
Cloudiator tool via Data Provider component.

After getting the candidate server list, the Cloudiator tool initiates the de-
ployment procedure of the VM. More details of the deployment process can be
found in [2] and [3].

5 Mathematical Representation of the models

5.1 Probability distribution models

After analysing the monitored network data traces, histograms are created by
sampling the data rate values onto some specific data rate states such as 10
Kilobit/second, 8 Megabit/second, 5 Gigabit/second etc., for each VM. From the
histograms, the probability of the data rate occurrences on the corresponding
data rate states for all VMs are calculated by using a simple probability formula
[13].

5.2 Overlay probability distribution models

Let’s consider a physical server has a virtual machine, VMi and the total number
of Virtual Machine in the server is n.

The Virtual Machine VMi has now the data rate states as follows:

S1V Mi
, S2V Mi

, ..., SNV Mi
(1)

The data rate states have the corresponding probabilities:

P1V Mi
, P2V Mi

, ..., PNV Mi
(2)

Without limiting the model, by setting all other probabilities or states = 0
we can assume:

N := max{number of data rate statesVM1, ...,number of data rate statesVMn}
(3)
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Let’s assume, a given overlay data rate state, b

b = SK1V M1
+ SK2V M2

+ .... + SKnV Mn
, and [Ki ∈ {1, ..., N}] (4)

To simplify the notation, we can write this as,

b = bK1K2...Kn
(5)

Then the corresponding probability of the state, b will be

P (bK1K2...Kn
) =

n∏
i=1

PKiV Mi
(6)

Let, B be the set of all possible combination of data rate states realising the
overlay data rate state, b.

B = {bK1K2...Kn
|bK1K2...Kn

= b} (7)

Then, the probabilities of the corresponding overlay data rate states in B will
be

P (B) =
∑

bK1
bK2

...bKn∈B

n∏
i=1

PKiV Mi
(8)

6 Initial Results

Initial results have been obtained from the monitored data rate values of a set of
Virtual Machines running inside bwCloud operational infrastructure. The virtual
machines are running a Computational Fluid Dynamics (CFD) application from
an user called Nuberisim.

Figure 2 represents the Histograms which have been calculated from the
monitored data rate values over 24 hours for a Virtual Machine called Nuberisim-
worker-01. The X-axis represents the data rate states and the Y-axis shows the
occurances of the data rate values. The size of each data rate state is 10000
bit/second.

Figure 3 depicts the overlayed data rate states and the corresponding prob-
abilities for an hour for two Virtual Machines running inside a physical server.

6.1 Discussion on the stability of the discrete probability
distribution models

As the Virtual Machine is profiled based on it’s network resource usage be-
haviour, it is essential to determine how stable is the probability distribution
model. The stability can be determined by calculating the deviation among the
probability values from daily, weekly bi-weekly and monthly data rate probabil-
ity distribution models of the same running Virtual Machine, where a specific
limit of deviation must be selected to define the stability. However, the mod-
els can only be valid if they are sufficiently steady and durable with respect to
time variance, that means the models should not be updated frequently. Fur-
thermore, the stability of the VM profiles should be evaluated with respect to a
set of Virtual Machine instance.
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Fig. 2. Histogram for the data rate over 24
hours

Fig. 3. Overlay data rate states with cor-
responding probability distribution for two
Virtual Machines

7 Conclusion and Outlook

In this paper, the initial results showed that using simple probability distribution
theory, it is possible to estimate the network bandwidth usage of the physical
servers which will lead to find an optimal allocation for a new VM to be placed
in the Cloud Data Centre. The next steps would be to determine more accurate
probability distribution models by using statistical approach such as Hidden
Markov Model. Currently the probability distribution models are being calcu-
lated based on an average data rate of the VMs for a certain period of time.
For developing more definite models, the actual data rate shall be calculated
from the inter-arrival time of the packets. Furthermore, in order to determine
the limitation of the proposed framework with respect to it’s scalability and
performance, it needs to be evaluated within a simulation environment includ-
ing the data centre where different scenarios with varying load distribution and
application combinations should be applied. The statistical model is currently
determined for estimating network resource usage, but it can also be applied to
other resource types such as CPU, Memory.
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